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A new multizone model which is an improvement on the state space model is presented, which is
potentially more efficient in the simulation of large scale buildings than other methods such as finite
difference, transfer functions, or finite volume. The modelling philosophy is firstly discussed. Then
the principle and algorithm of the new model are described. Finally, a PC based program BTP
developed based on state-of-the-art modelling strategy reveals its applicability with fast calculation
speed and satisfactory accuracy in the modelling of building energy performance. © 1977 Elsevier

Science Ltd. All rights reserved.

INTRODUCTION

USING software packages such as ESP, DOEZ2,
SERIRES, HTB2, and others developed world-wide in
the building environmental engineering field, simulations
of building thermal performance are increasingly being
used to address real world problems in the design of
energy efficient buildings and healthy buildings. As the
user base becomes wider, there is an increasing chance
that a program will be used improperly or outside the
range of applicability of the program. The reasons for
this are, on the one hand, that the real world issues
are often complicated, uncertain and nonlinear, and so
simplifications, assumptions and approximations have to
be introduced in a modelling process (Fig. 1); on the
other hand, the documentation of a detailed program [1],
i.e. about 50 pages is needed to explain the modelling
scenario of ESP, is always not so easy and clear for users
to follow. The IEA (International Energy Agency) Annex
21 “Calculation of Energy and Environmental Per-
formance of Buildings” Subtask A “Program Guide”
seeks to address some of the obstacles to the use of
prediction programs [2].

Modelling is a trade-off between reliability, accuracy
and time (Fig. 2). The simplified steady state models
benefit in reliability and time, but are poor in accuracy,
so they are often applied at the preliminary design stage.
Detailed dynamic models benefit in accuracy, they are
often applied in the analysis of annual energy con-
sumption and performance of building HVAC systems.
Detailed programs require users to prepare much input
data (some of them are empirical coefficients) in the spec-
ific format, so users act as slaves rather than masters of
a computer program. The solution is the using of an
integrated building simulation environment [3] with
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knowledge based systems [4], which will release users
from boring tasks.

As the real world issue is complicated, the actual solu-
tion is often hard to obtain. Traditional modelling pro-
cess introduces lots of assumptions, simplifications and
approximations, in order to locate the single solution or
optimal solution, which often leads the single or optimal
solution to be far away from the actual solution. What
should be pursued is the rational solution, i.e. the sat-
isfactory solution based on a certain degree of confidence.
The rational solution is often not a single value, but a
range or set (Fig. 3). This is the main idea of The Principle
of Bounded Rationality put forward by H. A. Simon [5],
who won the Nobel prize in Economics in 1978.

Modelling of the real world should help us easily find
the rational solution. IEA Annex 30 “Bringing Simu-
lation to Application” [6] aims to control and reduce
“‘the quickly growing gap between what the scientists are
offering as calculation and simulation tools and what is
really used in current practice”, which will encourage
more and more users to enjoy the computer modelling
world.

Two kinds of mathematical methods are used in the
simulation of building thermal performance: one is fre-
quency domain method, such as Fourier transformation,
which requires the harmonic decomposition of all heat
disturbances with FFT (Fast Fourier Transformation)
technique; the other is time domain method, such as
transfer function [7], thermal response factors (Z-trans-
form function) [8], nodal method (finite volume) [9], state
space method [10]. A brief overview of thermal zone
models is given in [11]. Besides the stated physical models,
black-box methods such as ARMA time series and neural
network [12] are also applied to predict the building
energy performance. Black-box models need training or
parameter identification based on the real measured data;
the link between model parameters and physical par-
ameters is difficult to establish without any prior knowl-
edge of the system to identify, hence these methods are
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Fig. 3. The principle of bounded rationality.

used on-line within a building energy management system
(BEMS).

Due to the coupling of air movement among zones and
heat transfer through the partition enclosures of zones,
building simulations have to be based on the modelling
of related zones simultaneously, which means that 100 or
more zones have to be modelled for a large residential or
commercial building. Transfer function method may
have the problem of convergence in searching roots of
nonlinear functions. Although finite volume, finite
difference and state space method can model multizones,
they expose more and more disadvantages as the number
of simulated zones increases. Finite difference method
discretises the heat balance equations in both time and
space; the scale of the equation group is so large that a
powerful computer system, equipped with fast CPU,
large RAM and large hard disk space, is required to
handle it. Because of the requirement of algorithm stab-
ility and accuracy, finite difference method has some con-
straints on the discretization step of time and space,
which results in much larger calculation time. Finite vol-
ume method models a thermal system by a RC network
and leads to a mathematical formulation also expressed
as finite differences. State space method discretises the
heat balance equations only in space, which results in
groups of differential equations regarding time. It can
directly calculate the temperature of a specific node at
any time step without considering the other nodes. All
nodes of a building construct a state space, so if 50 zones
(about 200 enclosures) are to be modelled, the order of
the main matrix will be about 1000-2000! To solve the
eigen values and eigen vectors of such a matrix is quite a
burden even for Pentium based computer systems. So,

finite volume, finite difference and state space methods
cannot be recommended to simulate the thermal per-
formance of a large building. Simplified building models
presented in IEA Annex 10 [13] and Annex 17 [14] have
a limited number of input parameters, but some of them
are empirical coefficients that cannot be easily deter-
mined. Although a reduced state space model [15, 16]
sounds attractive, it can only be effective after the solu-
tion of the system characteristics, i.e. the eigen values and
eigen vectors of the whole system. Therefore it is not a
thorough method to reduce simulation time and
complexity.

In general, the existing models are not suitable for the
simulation of thermal performance of a large building.
Therefore, a new multizone model is needed to solve this
problem.

THE PRINCIPLE OF THE NEW
MULTIZONE MODEL

The new multizone model, SS* (State Space Plus), is
improved from the state space method [10], and it can
easily handle hundreds of zones simultaneously. Instead
of treating all of a building’s nodes together as a state
space, SS* treats a building as separate zones, each zone
constructs a sub state space with all its nodes together,
and the air node of each zone relates all zones together
to compose the whole state space for the building (Fig.
4).

The modelling of a zone with SS* is similar to that
with state space method; the only additional assumption
made is that adjacent zones are treated like the outside
zone (outdoor air), which means that the air temperatures
of adjacent zones are regarded as heat disturbances. The
long wave radiation exchange between an external sur-
face of a zone with the internal surfaces of the adjacent
zone is simplified into the convective heat transfer
between the external surface of this zone and the air of
the adjacent zones. This approximation is essential to
simplify the coupling between one zone and its adjacent
zones, thus the state space for the building can be decom-
posed into sub state spaces for each zone. According
to the modelling triangle and the principle of bounded
rationality, the simplification made in SS™ holds water.

The algorithm complexity of a zone corresponds to the
dimension of its state space, i.e. the number of all its
nodes, which equals the number of enclosures of the zone
multiplied by the number of nodes for each enclosure.
For a common zone with 10 enclosures, the number of
nodes will be about 50-100. Based on the sub state space
models of each zone, an equation group of all zones’
temperatures can be obtained, which shows that the algo-
rithm complexity of the SS* model relates to the number
of zones and the maximal dimension (the number of
nodes) of the sub state spaces for all zones. Therefore the
algorithm complexity of the SS* model is much less than
that of the state space model for the whole building.
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Fig. 4. State space model and state space plus model. Note: the black dots represent the zone temperature
(zone air temperature or environmental temperature).

THE STATE SPACE MODEL

Basic equations
The thermal processes within a building can be
described with state space method [10] by

C-T(x) = A+ T(1)+ B- Q(1), (1)

where T is an N-dimensional column vector describing
the temperature of all nodes in the state space, the dot
over T represents the derivative of 7 with respect to time,
C is a diagonal matrix describing the thermal capacity of
all nodes, 4 is an N x N symmetric matrix describing
heat conduction, heat convection and long wave heat
radiation among all nodes, B is an N x M matrix descri-
bing the impact of the M heat disturbances on the nodes’
temperatures, and Q is an M-dimensional column vector
standing for the M heat disturbances, including outdoor
temperature, solar radiation through and absorbed by
windows, indoor casual gains and space heating or
cooling. C and A4 depend on the building structures and
B depends on the thermal boundary conditions. 7 is the
time.

Processing of ill-conditioned situation

Nodes of window glass or insulation material will be
of small thermal capacity, i.e. the correspondent elements
within matrix C are smaller than others, which makes
equation (1) ill-conditioned. In order to guarantee the
algorithm stability and accuracy, these small nodes need
special treatment. One way is to set these nodes’ thermal
capacity to zero, i.e. simplify the dynamic heat balance
to steady state heat balance for these nodes (they are
called zero-order nodes). After some manipulations (see
Appendix A), equation (1) can be rewritten as a new
similar one.

Boundary conditions

The three kinds of heat transfer boundary conditions
can be easily involved in equation (1). If some nodes’
temperatures are known, e.g. the node connecting the
ground at 2m depth has the same temperature as that of
the earth, they can be removed from the state space to
the boundary heat disturbances. Hence equation (1) can
be rewritten as a new similar one.

Solution of the node temperature

The temperature of a specific node within the state
space can be formulated as (see Appendix B)

M
(1) = w(t— A1)+ Z. Bo, 4,(), )

where w(z — At) stands for the contribution of the M heat
disturbances to the node temperature before the moment
T—AT1.

w(t—A7) = h(t—A”)+ i ¢\, g{t— A1)

Initial conditions

For heat disturbances such as outdoor air temperature
and solar radiation, the time step of an hour is adequate
enough to simulate their effect on building thermal per-
formance. When running a simulation, the initial con-
dition can be taken as daily periodic, i.e.

g;(24-1+n) =g (m) 1=12,..,00; nel0,24]. (3)

Introducing equation (3) into equation (A16) gives

wilt—2) = 1 _40;,242‘ limgﬂ (Bi-g(m)+ B, g;(m+1))
B (B 23 B 24 ¢ |
where
B, = 1 +(ii: 1)-¢e*
A
p, = e’ _;l_z‘il-

Simulation time step

If the simulation time step is not one hour, say K steps
within an hour, then the new modelling parameters can
be easily converted without the re-calculation of system
dynamics.

or=0,/K
,*: j-i/K-

THE STATE SPACE PLUS MODEL

Basic equations
According to the sub state space model of each zone,
the zone temperature can be evaluated as

M

W) = wt—AD+ Y yrgft) k=1,2,..,L, 4)
J=1

where L represents the number of zones within a building,

and M represents the number of heat disturbances includ-

ing the outdoor air temperature, solar radiation, indoor
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casual gains, and air temperature, thermal load and air
infiltration or ventilation of each zone.

According to the feature of each heat disturbance,
equation (4) can be rewritten as

L(1) = v+ Z . Gi* H(T) F+ s (gi(T) + geulT)),

&)

where

vi(1) = wy(t—AD+ ) ¢ ¢ ().

q*(t) represents the heat disturbances whose values are
known (such as the outdoor air temperature, the hori-
zontal solar radiation, and the indoor casual gains) or can
be directly calculated (such as solar radiation absorbed
by and transmitted through windows). g,(z) and g. (1)
represent the zone heating/cooling load and the heat
caused by infiltration respectively.

Processing of time variant infiltration scheme
As g.,(1) can be calculated as follows, the time variant
infiltration scheme can be considered.

geu(t) = ;k Vi@ 07 ¢y (1,(2) — (7))

+ V(D) p ¢, (LD — 1), (6)

where V(1) represents the volume of air moving from
the jth zone to the kth zone at moment t, V(1) rep-
resents the volume of air moving from outdoor to the kth
zone at moment 7, p and ¢, are the density and specific
heat of the air respectively, and ¢,(1) represents the out-
door air temperature.

Introducing equation (6) into equation (5), we can
obtain

4(z) = 0¥ (1) + Z P (1) (D + @ (1) qulT), (7)

L
j=1j#k

where
/
0¥ (1) = WD)+ s p ¢, ViO(T) - 1,(T)) /(

(1 +oupC, ( 2 V(D) + VN(T)))

Bu(0) = (Butbex” P ¢, Vi)

(1 + et p e ( Z V(D) + V,ﬂ(r)))

!

¢.(1) = s /(1 +¢.0pec,” ( Z V(D) + Vko(‘f))>~

Calculation of the zone temperature

If the heat released by the HVAC system is known (it
equals zero when no HVAC heating/cooling system is
available), the zone temperature can be expressed as

W1 =+ Y ¢u(0) 40, ®)

=1 #k
where

u(7) = (1) + Peu() 4ul0)-

Considering the total L equations of the zone tem-
perature together, a matrix equation can be obtained as

y(x) T(0) = U(n), ®
where
(1) = (1:(2), 1(7), ..., 12(7))
U(@) = (1), ty(1),..., u (1))
¥(t) = Wy(®)exe
Ve = {1_’¢,,.(1), e

So, the solution of the zone temperature will be

T(r) = ¥~ (1) U(x). (10)

Calculation of the zone thermal load

Calculation of the zone heating/cooling load can be
grouped into three steps as follows.

(1) Calculate the pseudo zone temperature without
heating/cooling at moment 7. Assume that

@1)=0, k=12,... L,

then the pseudo zone temperature £#(t) can be given as
equation (10).

(2) Determine which zone needs air conditioning at
moment 7. The kth zone needs air conditioning only when
the pseudo zone temperature is higher than the design
temperature range, i.e.

T€ Qa‘k and t,*('f) ¢ [tdn,ka tup,k]y

where Q,, is the air conditioning period for the kth zone,
tin and t,,, are the minimum and maximum design tem-
perature set point for the kth zone respectively.

If the kth zone needs air conditioning, then the zone
load needs to be calculated, while the zone temperature
will be set as

() = Lo i (7)) <14, and 1EQ,,
. tpi 1f B¥T)>1,, and 1eQ,,

gty =0 if t¢€Q,, or
(teQx and (V) E€[tprs  tupi))

(3) Calculate the zone temperature and thermal load.
Considering all zones together, equation (7) can be re-
formulated as a similar equation to equation (9); the
difference is that the unknown variables are the com-
bination of some zone temperatures and the other zone
thermal loads. The unknown zone temperatures and ther-
mal loads constitute a new vector 7Q, which can be
evaluated as

TO() = ¥* (1) U, ().
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APPLICABILITY OF THE NEW
MULTIZONE MODEL

Based on the new multizone model, a PC based pro-
gram BTP (Building Thermal Performance) has been
developed by the HVAC Division of Tsinghua University
since 1990. BTP can handle building types ranging from
simple residential to large commercial buildings. BTP,
together with 25 other well known programs, was tested
within IEA Annex 21 Subtask C “Evaluation” using the
methods of intermodel comparison [17] and empirical
comparison [18]. BTP was regarded as one of the best
programs being tested [18). With a PC 486DX50 (8MB of
RAM) running under MS-Windows 3.11, it takes about
40 minutes for BTP to simulate the annual hourly zone
temperature and heating/cooling loads of a building with
20 zones. If a personal computer with Pentium 90 inside
and 8 MB of RAM is used, the time consumed will be
reduced to about 10 minutes. An example of a building
with 200 zones was also studied, which shows that the
new multizone model is capable of simulating the energy
performance of large buildings.

As the scale of the building increases, say to 500 zones,

the annual hourly energy simulation wili also take longer.
One way to reduce the time is to simplify the building;
for example, a building may have many standard storeys,
so that only one standard storey needs to be considered.
Another way is to group zones with similar thermal situ-
ations into one zone. This kind of zoning problem is
sometimes hard to process because it requires experience
and only a few experts can assist us. Further discussion
of zoning problems is included in IEA Annex 21 Subtask
B “Applications Guide” [2].

CONCLUSIONS

Building simulation is a cross-disciplinary subject
between building physics, mathematics, computer
science, philosophy and society. The new multizone
model presented in this paper succeeds in the sim-
plification of the state space model with acceptable accu-
racy. Based on the new modelling strategy, a PC program
BTP was developed, which can easily and quickly model
hundreds of zones simultaneously. The new muitizone
model can be widely used to study the energy per-
formance of large scale buildings.
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APPENDIX A
Processing of equation (1) when it is ill-conditioned

Assuming that there are L zero-order nodes to be processed,
equation (1) can be formulated as

c* 0 . T"(r) _ A, Ay T*(1)
(0 0) ('Tom)’(mz An) (Tm)) ( )Q‘”
(AD)

where Ty(t) represents the temperature vector constituted by the
L zero-order nodes, and 7 *(r) is the temperature vector for the
other N— L nodes. The above equation can be rewritten as

{C"“ TH*() = A*- T*)+B*- O(1)
Ty(t) = — A3 (43 - T*1)+ B, O(7)),
where

A% = A, — A,y A7 Ay

B*= B — A3, B,

APPENDIX B
Solution of the node temperature
Let
T(t) = P+ T (x), (A2)

where P is a matrix that makes P~'(C~' 4)P a diagonal matrix
A

PNC'AP=A = . . (AY

;Ln

Here, 4,(i = 1,2, ..., N)is the eigen value, and —(1//) represents
the time constant of the corresponding ith node.
From equations (A1), (A2) and (A3), we obtain

T*(T) = AT, (D)+ B, O(r), (Ad)
where
B,=P'-C'-B

After integration of equation (A4), this gives
T (o) = [ 7B -Q(n)-dn. (A%)
From equations (A2) and (AS), we obtain

T(t)= | P-eM"- B, -Q(n)-dn. (A6)

Formula (A6) gives the temperature for all nodes, and the kth
node’s temperature can be obtained from it as

t(v) = S T(7), (A7)

where § is a sampling row vector

Then
4(s)= | S-Per-B,- Q) dy (A8)
and equation (A8) ca;libe rewritten as
6= § LS orecongman 49
where
@y =pPubyy I=1,.,N j= 1,..., M. {A10)

p,; and b, are the elements of matrices P and B, respectively;
g; is the element of vector Q.

Suppose At is the simulation time step, then equation (A9)
can be rewritten as

tk(r)=':f:§ =Z “et(t—n) g;(n)dn
) L ,i =Z “e(t—n)"q(n)" dn.
Let
h(z—At) = L ,Z ; @y e (r—n) - g(n)-dy
g(z)—‘jm ,Z. 'Z @€ (t=nm)gin)-dn,  (All)
then
1) = h(z — A1) +4(1). (A12)

Assume that ¢,(n) can be linearly interpolated within g;,(t - A7)
and g;(t), which means

At

—t+
q{n) = q,(r Ar)+ 1—;_{———'(1,(1) nelt—Ar,1].

(A13)

Introduce equation (A13) into equation (Al1), and after some
manipulation we obtain

M
65 = X by g0+

Z‘ ;0 g,(t— A1) (Al4)

h(t— A7) =

Z Z w,(1— A7)

i=li=
wi(T— A1) = e 4 (W (1 — 2AT) + oy
‘g (t—AD)+ ;0 q(t—241))  (AlS)

T—24A1 .
wi(t—281) =} @ e (t-n gl dn,  (Al6)
where
_ ATy s g
¢°”~(Ar'/ﬁi)z (e* “—At A—1)
¢ o A‘c'(Pi/ '((AT';L __l)_eAt /’_+_1)

T (A ) :
¢0/ = ; ¢n.-,-
$y= 3 bu (A17)

i=1



